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指数损失

设特征空间 X ⊆ Rd，类别标记集合 Y = {±1}，对二分类模型 h，其泛化错误率为

R(h) = E(x,y)[I(y 6= sign(h)] =
∫

∑
y∈Y

I(y 6= sign(h))P(x, y)dx = Ex

[
∑
y∈Y

I(y 6= sign(h))P(y|x)
]

= Ex[1−P(sign(h)|x)]

故对 ∀x，贝叶斯最优分类器

sign(h) = arg max
y∈Y

P(y|x) =

+1, 若 P(y = +1|x) > P(y = −1|x)

−1, 其它

现将 0-1 错误率替换为指数损失 exp(−yh(x))，即最小化

∑
y∈Y

exp(−yh(x))P(y|x) = exp(−h(x))P(y = +1|x) + exp(h(x))P(y = −1|x)

令关于 h(x) 的梯度 − exp(−h(x))P(y = +1|x) + exp(h(x))P(y = −1|x) = 0 可得

exp(h(x)) =

√
P(y = +1|x)
P(y = −1|x) =⇒ h(x) =

1
2

ln
P(y = +1|x)
P(y = −1|x)

=⇒ sign(h) =

+1, 若 P(y = +1|x) > P(y = −1|x)

−1, 其它

这表明若 h 最小化指数损失，则分类器 sign(h) 可达到贝叶斯最优错误率，取指数损失作为 0-1 错误
率的替代损失是合理的。

AdaBoost 算法

Boosting 是一族可将弱学习器提升为强学习器的算法，弱学习器是指泛化性能略优于随机猜测的
学习器，例如在二分类问题上精度略高于 50% 的分类器。

该族算法的工作机制是先在初始训练集上训练出一个基学习器 (base learner)，再根据基学习器的
表现对训练样本的权重分布进行调整，使得先前基学习器预测错的样本在后续受到更多关注，然后基于
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调整后的权重分布训练下一个基学习器；如此重复进行，直至基学习器数目达到事先指定的值 T，最终
将这 T 个基学习器进行加权线性组合。AdaBoost [1] 就是该族算法的著名代表。

设训练数据集 S = {(xi, yi)}i∈[m]，基学习器 ht : X 7→ Y，其加权线性组合为

HT(x) = ∑
t∈[T]

αtht(x)

在算法的第 t 轮，当前的分类器组合为 Ht(x) = Ht−1(x) + αtht(x)，AdaBoost 最小化指数损失

∑
i∈[m]

exp(−yi Ht(xi)) = ∑
i∈[m]

exp(−yi Ht−1(xi)− yiαtht(xi))

= ∑
i∈[m]

exp(−yi Ht−1(xi)) exp(−yiαtht(xi))

∝ ∑
i∈[m]

Dt(i) exp(−yiαtht(xi))

其中 Dt(i) ∝ exp(−yi Ht−1(xi)) 是上一轮的分类器组合 Ht−1 在样本 (xi, yi) 上的归一化指数损失 (在
训练数据集上构成一个分布)，亦是本轮样本 (xi, yi) 的权重。注意 yi, ht(xi) ∈ {±1}，进一步化简有

∑
i∈[m]

exp(−yi Ht(xi)) ∝ ∑
i∈[m]

Dt(i) exp(−yiαtht(xi))

= exp(−αt) ∑
i∈[m]

Dt(i)I(yi = ht(xi)) + exp(αt) ∑
i∈[m]

Dt(i)I(yi 6= ht(xi))

= exp(−αt) ∑
i∈[m]

Dt(i) + (exp(αt)− exp(−αt)) ∑
i∈[m]

Dt(i)I(yi 6= ht(xi))

= exp(−αt) + (exp(αt)− exp(−αt)) ∑
i∈[m]

Dt(i)I(yi 6= ht(xi))

其中最后一个等号是因为 Dt 是一个分布。注意第一项与 ht 无关，故

ht = arg min
h

∑
i∈[m]

Dt(i)I(yi 6= h(xi))

即基分类器 ht 的选取应最小化加权错误率，记 ϵt = ∑i∈[m]Dt(i)I(yi 6= ht(xi))，令关于 αt 的梯度

− exp(−αt) + (exp(αt) + exp(−αt))ϵt = 0

可得

exp(2αt) =
1
ϵt
− 1 =

1− ϵt

ϵt
=⇒ αt =

1
2

ln
1− ϵt

ϵt

得到 αt 和 ht 后，下一轮的样本权重

Dt+1(i) ∝ exp(−yi Ht(xi)) ∝ Dt(i) exp(−yiαtht(xi))

伪代码见算法 1。
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Algorithm 1: AdaBoost 算法
输入: 训练数据集 S = {(xi, yi)}i∈[m]，基学习算法 L，迭代轮数 T

1 D1(i)← 1/m ; // 初始化权重分布
2 for t← 1 to T do
3 ht ← L(S ,Dt) ; // 在 S 上以权重 Dt 训练 ht

4 ϵt ← P(x∼Dt ,y)I(ht(x) 6= y) ; // 计算加权错误率
5 if ϵt > 0.5 then break ; // 若基分类器比随机猜测还差则中止算法
6 αt ← 1

2 ln 1−ϵt
ϵt

; // 计算 ht 的权重系数
7 for i← 1 to m do
8 if ht(xi) = yi then
9 Dt(i)← Dt(i) exp(−αt) ;

10 else
11 Dt(i)← Dt(i) exp(αt) ;
12 end
13 end
14 s← ∑i∈[m]Dt(i) ;
15 for i← 1 to m do Dt+1(i)← Dt(i)/s ; // 归一化权重
16 end
输出: sign(∑t∈[T] αtht(x))

求解异或问题

设基学习器为决策树桩 (decision stump)，即只有一层的决策树，数据集

S =

{
(x1 = (+1, 0), y1 = +1) (x2 = (−1, 0), y2 = +1)

(x3 = (0,+1), y3 = −1) (x4 = (0,−1), y4 = −1)

}

如图 1(a) 所示。由于决策树桩只有一层，即只能挑选两个特征其中之一并以某一阈值进行分裂，因此
分界面为平行于坐标轴的直线，最多分对三个样本。

第 1 轮所有样本权重均为 1/4，因此分对任意三个样本即可，不妨设学到的决策树桩为

h1(x) =

−1, 若 x1 > −0.5

+1, 其它

如图 1(b) 所示，此时 x1 被分错，x2、x3、x4 被分对，故加权错误率和 h1 的权重系数分别为

ϵ1 =
1
4

, α1 =
1
2

ln 3 = ln
√

3 ≈ 0.55

权重分布更新[
1
4

exp(ln
√

3),
1
4

exp(− ln
√

3),
1
4

exp(− ln
√

3),
1
4

exp(− ln
√

3)
]

归一化−−−→
[

1
2

,
1
6

,
1
6

,
1
6

]
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(a) 异或数据 (b) 第一轮 (c) 第二轮 (d) 第三轮

+0.55 -0.55 -0.25 -1.35 +0.25

+0.85 -0.25 +1.35
-1.35 -2.45 -0.85

x2 x1

x3

x4

x2 x1

x3

x4

x2 x1

x3

x4

x2 x1

x3

x4

图 1: 用 AdaBoost 求解异或问题

第 2 轮，x1 权重最高，决策树桩分对三个样本且必须分对 x1，不妨设学到的决策树桩为

h2(x) =

+1, 若 x1 > +0.5

−1, 其它

如图 1(c) 所示，此时 x2 被分错，x1、x3、x4 被分对，故加权错误率和 h2 的权重系数分别为

ϵ2 =
1
6

, α2 =
1
2

ln 5 = ln
√

5 ≈ 0.80

权重分布更新[
1
2

exp(− ln
√

5),
1
6

exp(ln
√

5),
1
6

exp(− ln
√

5),
1
6

exp(− ln
√

5)
]

归一化−−−→
[

3
10

,
1
2

,
1
10

,
1
10

]
第 3 轮，x2 权重最高，x1 次之，x3 和 x4 最低，因此本轮的决策树桩放弃 x3 和 x4 其中一个，分

对其余三个即可，不妨设学到的决策树桩为

h3(x) =

+1, 若 x2 > −0.5

−1, 其它

如图 1(d) 所示，此时 x3 被分错，x1、x2、x4 被分对，故加权错误率和 h3 的权重系数分别为

ϵ3 =
1

10
, α3 =

1
2

ln 9 = ln 3 ≈ 1.10

不难发现此时 sign(0.55 · h1 + 0.80 · h2 + 1.10 · h3) 已可将所有样本都分对。
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